
Sensorimotor Representation
Evidence 

for Motor Theory?
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Sources of Evidence for Sensorimotor interaction

• Active use of sensory information 
in speech production:

• Imitation and vocal learning 
(Meltzoff & Moore, 1977; 1997)

• Adaptive responses to 
perturbed auditory feedback in 
speech production (e.g., Houde & 
Jordan, 1998) 

• Synchronous speech (e.g., 
Cummins, 2002)

• Articulatory convergence (e.g., 
Lee et al, 2018)
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Motor Engagement in Speech Perception

• Hypothesis: If speech perception engages neural 
circuitry specific to production of distinct speech 
gestures, then pre-activation of the motor area that is 
compatible with particular percept (response on a 
perception task) should enhance its response and inhibit 
other responses.
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Summary

Listening to speech recruits a network of fronto-temporo-
parietal cortical areas [1]. Classical models consider anterior
(motor) sites to be involved in speech production whereas
posterior sites are considered to be involved in comprehen-
sion [2]. This functional segregation is challenged by action-
perception theories suggesting that brain circuits for speech
articulation and speech perception are functionally depen-
dent [3, 4]. Although recent data show that speech listening
elicits motor activities analogous to production [5–9], it’s still
debated whether motor circuits play a causal contribution to
the perception of speech [10]. Here we administered transcra-
nial magnetic stimulation (TMS) to motor cortex controlling
lips and tongue during the discrimination of lip- and tongue-
articulated phonemes. We found a neurofunctional double
dissociation in speech sound discrimination, supporting
the idea that motor structures provide a specific functional
contribution to the perception of speech sounds. Moreover,
our findings show a fine-grained motor somatotopy for
speech comprehension. We discuss our results in light of
a modified ‘‘motor theory of speech perception’’ according
towhichspeechcomprehensionisgroundedinmotorcircuits
not exclusively involved in speech production [8].

Results

Recent years have seen a major change in views about the
function of motor and premotor cortex [11]. Once believed to
be an output system, slavishly following the dictate of the
perceptual brain, the motor brain is now recognized as critical
component of perceptual and cognitive functions. This chal-
lenges the classical sensory versus motor separation [12].
Similarly, traditional models of language brain organization
separated perceptual and production modules in distinct
areas [1, 2]. However, a large amount of data is accumulating
against the reality of such a strict anatomo-functional segrega-
tion [5–9, 13, 14]. The motor theory of speech perception

(MTSP) [3], an early precursor of a new zeitgeist, most radically
postulated that the articulatory gestures, rather than sounds,
are critical for both production and perception of speech
(see [4]). On neurobiological grounds, fronto-temporal circuits
are thought to play a functional role in production as well as
comprehension of speech. The coactivation of motor circuits
and the concurrent perception of self-produced speech
sounds during articulations might lead to correlated neuronal
activity in motor and auditory systems, triggering long-term
plastic processes based on Hebbian learning principles
[15–17]. The postulate of a critical role of actions in the forma-
tion of speech circuits is paralleled in more general action-
perception theories emphasizing a critical role of action repre-
sentations in action-related perceptual processes [18].
However, a majority of researchers are still skeptical toward
a general role of motor systems in speech perception, admit-
ting, if at all, only a subsidiary role of motor areas and reserving
the critical role to superior temporal and inferior parietal
cortices [19].

A recent series of studies directly investigated the activities
in motor areas during speech perception. Passive listening to
phonemes and syllables was shown to activate motor [5–8]
and premotor [9] areas. Interestingly, these activations were
somatotopically organized according to the effector recruited
in the production of these phonemes [5, 6, 8] and in accor-
dance with motor activities in overt production [8, 9]. A distinc-
tive feature of action-perception theories in general and in the
domain of language specifically is that motor areas contribute
to perception [4, 16, 20]. However, all the above mentioned
studies are inherently correlational, and it has been argued
that in absence of a stringent determination of a causal role
played by motor areas in speech perception, no final conclu-
sion can be drawn in support of motor theories of speech
perception [10]. The only empirical evidence in favor of this
view is represented by a recent repetitive TMS study suggest-
ing that ventral premotor cortex (PMv) may play some role in
phonological discrimination [21]. In our view, however, this
study fails to offer a convincing proof of the causal influence
that motor areas may exert. Because of the spread and the
variety of possible effects elicited by a 15 min TMS stimulation,
such an offline rTMS protocol might have indeed modified the
activity of a larger network of areas, possibly including poste-
rior receptive language centers [22]. Moreover, there is no
evidence of an effector-specific effect, i.e., that stimulating
tongue representation induced specific deficits in the percep-
tion of tongue-related phonemes.

Here, we set out to investigate the functional contributions
of the motor-articulatory systems to specific speech-percep-
tion processes. To this end, a cross-over design orthogonal-
izing the effect of brain-phonology concordance with those
of linguistic stimuli and TMS loci was chosen. Phonemes
produced with different articulators (lip-related: [b] and [p];
tongue-related: [d] and [t]) were presented in a phoneme-
discrimination task. The effect of TMS to lip and tongue repre-
sentations in precentral cortex, as previously described by
fMRI [8], was investigated. Double TMS pulses were applied
just prior to stimuli presentation to selectively prime the
cortical activity specifically in the lip (LipM1) or tongue*Correspondence: fdl@unife.it
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• Present /bæ/ /pæ/ /dæ/ /tæ/

• Noise 

• TMS vs No-TMS

(TongueM1) area (Figure 1). We hypothesized that focal stimu-
lation would facilitate the perception of the concordant
phonemes ([d] and [t] with TMS to TongueM1), but that there
would be inhibition of perception of the discordant items ([b]
and [p] in this case). Behavioral effects were measured via
reaction times (RTs) and error rates.

RT performance showed a behavioral double dissociation
between stimulation site and stimulus categories (Figure 2).
RT change of phonological decisions induced by TMS pulses
to either the TongueM1 or LipM1 showed opposite effects
for tongue- and lip-produced sounds. The interaction of the

phoneme type and stimulation site factors was significant
(F[1,36] = 17.578; p < 0.0005), and the post-hoc analysis evi-
denced a significant difference between labial ([b], [p]) and
dental ([d], [t]) phonemes for each of the stimulation sites. As
hypothesized, recognition of lip-produced phonemes was
indeed faster than that of tongue-produced ones when stimu-
lating the LipM1 (labial = 94.8% 6 5.3% SEM; dental = 117.3% 6
3.7% SEM; p = 0.009), and the stimulation of the TongueM1
induced the reverse pattern (labial = 113.6% 6 6.4% SEM;
dental = 93% 6 5.1% SEM; p = 0.024). In addition, labial and
dental stimuli recognition was faster when stimulating their
concordant M1 representation compared with that to the
discordant stimulation locus (labial, p = 0.015; dental, p =
0.009). Therefore, the stimulation of a given M1 representation
led to better performance in recognizing speech sounds
produced with the concordant effector compared with discor-
dant sounds produced with a different effector. These results
provide strong support for a specific functional role of motor
cortex in the perception of speech sounds.

In parallel, we tested whether TMS was able to modulate the
direction of errors (Figure 3). Errors were grouped in two
classes: lip-phoneme errors (L-Ph-miss) and tongue-phoneme
errors (T-Ph-miss). The ANOVA showed a significant interac-
tion effect (F[1,36] = 4.426; p < 0.05). Post-hoc comparisons
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Figure 1. Stimuli, TMS Timing, and Regions of Stimulation

(A) Noise, speech sound, and experimental stimulus waveforms. Noise and
speech recordings were mixed into a single trace. TMS (vertical red lines)
was applied in double pulses 100 and 150 ms after noise onset. Speech
sounds started 200 ms after noise onset (gray vertical line).
(B) LipM1 and TongueM1 normalized mean coordinates are projected on
a standard template [8, 34].
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Figure 2. Reaction Times during Speech Discrimination

Effect of TMS on RTs show a double dissociation between stimulation site
(TongueM1 and LipM1) and discrimination performance between class of
stimuli (dental and labial). The y axis represents the amount of RT change
induced by the TMS stimulation. Bars depict SEM. Asterisks indicate signif-
icance (p < 0.05) at the post-hoc (Newman-Keuls) comparison.
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Figure 3. Accuracy Results

We tested whether TMS was able to modulate the direction of errors, i.e., if
the stimulation of the TongueM1 increases the number of labial sounds erro-
neously classified as dental and vice versa. After TMS, a dissociation
between stimulation site (TongueM1 and LipM1) and kind of errors (L-Ph-
miss, T-Ph-miss) was found. The y axis represents the amount of error
change induced by the TMS stimulation. Other conventions as in Figure 2.
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Activation in motor cortex during listening

• Evidence for activation in the motor cortex during 
listening to speech (e.g., Wilson et al, 2004)

• Compare the structure of:

• auditory cortex representations during listening

• motor cortex representations during speaking

• motor cortex representations during listening 



Sensorimotor “homunculus”
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Homunculus of 
Sensorimotor 

Cortex

Size of region is
proportional to

the resolution (fineness)
of control or sensory

discrimination
of the organ
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Activation in vSMC during speaking 
• Electrocorticography (ECoG)  

application of a mesh of tiny 
electrodes directly on the surface of 
the brain of a patient who is being 
prepared for brain surgery.

• Allows recording from very small 
populations of neurons.

• Examine multiple sites in vSMC while 
patient is speaking.

• 460 read sentences (MOCHA-TIMIT)

• 130 electrode sites (across 5 
participants)

• Test which descriptions of speech 
best predict patterns of activation in 
particular electrode locations 
(phoneme id, formants, constriction 
formation, individual articulators).
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Josh Chartier, Gopala K. Anumanchipalli, Keith Johnson, Edward F. Chang (2019). 
Encoding of articulatory kinematic trajectories in human speech sensorimotor cortex. 
Neuron.

Because only acoustics are recorded, 
authors trained a model to infer time 
functions of EMA markers on Lips, 
Tongue, and Jaw audio (overall 
correlation of original and inferred 
EMA = ~.65 for untrained speaker).

M1: motor
Cortex S1: Somato-

sensory cortex



Example results
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Inferred EMA

Electrode Activity

Weights

Weight pattern corresponds to 
coordinated articulator motion 
that produces and releases a 
coronal constriction.



Sites code distinct constriction gestures
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• Best predictor of electrode 
activity was kinematic 
articulatory pattern 
associated with a gesture: 
coordinated articulator 
activity that produces and 
releases a constriction.

• Organized by constriction 
organ (“place of 
articulation”).
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Activation in STG during listening
• Superior Temporal Gyrus:

• site of complex auditory 
computations 

• Similar method as used to 
investigate motor cortex (vSMC) 
during speaking.

• 6 participants

• Listened to 500 sentences 
(TIMIT)

• 256 total electrodes

• How do segments cluster in 
their patterns of electrodes 
activation?

• What acoustic patterns are 
encoded? 

11
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STG representation during listening
• Electrode activity clusters by manner class.

• stops
• fricatives
• nasals
• back vowels & liquids
• low front vowels
• high front vowels

• Classes differ in gross acoustic patterns
• More fine grained representation of vowel 

formants.
• Electrodes tuned to relation of F1 and F2.

13

across columns revealed single electrodes with
similar PSI patterns (Fig. 2C). These two analy-
ses revealed complementary local- and global-
level organizational selectivity patterns. We also
replotted the array by using 14 phonetic features
defined in linguistics to contrast distinctive artic-
ulatory and acoustic properties (Fig. 2D; phoneme-
feature mapping provided in fig. S7) (1, 15).

The first tier of the single-electrode hierarchy
analysis (Fig. 2C) divides STG sites into two dis-
tinct groups: obstruent- and sonorant-selective elec-
trodes. The obstruent-selective group is divided
into two subgroups: plosive and fricative elec-
trodes (similar to electrodes e1 and e2 in Fig. 1D)
(16). Among plosive electrodes (blue), somewere
responsive to all plosives, whereas others were
selective to place of articulation (dorsal /g/ and /k/
versus coronal /d/ and /t/ versus labial /p/ and /b/,
labeled in Fig. 2D) and voicing (separating voiced
/b/, /d/, and /g/ from unvoiced /p/, /t/, and /k/;
labeled voiced in Fig. 2D). Fricative-selective
electrodes (purple) showed weak, overlapping se-
lectivity to coronal plosives (/d/ and /t/). Sonorant-
selective cortical sites, in contrast, were partitioned
into four partially overlapping groups: low-back
vowels (red), low-front vowels (orange), high-front
vowels (green), and nasals (magenta) (labeled in
Fig. 2D, similar to e3 to e5 in Fig. 1D).

Both clustering schemes (Fig. 2, B and C) re-
vealed similar phoneme grouping based on shared
phonetic features, suggesting that a substantial por-
tion of the population-based organization can be
accounted for by local tuning to features at sin-
gle electrodes (similarity of average PSI values
for the local and population subgroups of both
clustering analyses is shown in fig. S8; overall
r = 0.73, P < 0.001). Furthermore, selectivity is
organized primarily by manner of articulation dis-
tinctions and secondarily by place of articulation,
corresponding to the degree and the location of
constriction in the vocal tract, respectively (16).
This systematic organization of speech sounds is
consistent with auditory perceptual models posit-
ing that distinctions are most affected by manner
contrasts (17, 18) compared with other feature
hierarchies (articulatory or gestural theories) (19).

We next determined what spectrotemporal
tuning properties accounted for phonetic feature
selectivity. We first determined the weighted av-
erage STRFs of the six main electrode clusters
identified above, weighting them proportional-
ly by their degree of selectivity (average PSI). These
STRFs showwell-defined spectrotemporal tuning
(Fig. 2E) highly similar to average acoustic spec-
trograms of phonemes in corresponding popula-
tion clusters (Fig. 2F; average correlation = 0.67,
P < 0.01, t test). For example, the first STRF in
Fig. 2E shows tuning for broadband excitation
followed by inhibition, similar to the acoustic spec-
trogram of plosives. The second STRF is tuned to
a high frequency, which is a defining feature of
sibilant fricatives. STRFs of vowel electrodes show
tuning for characteristic formants that define low-
back, low-front, and high-front vowels. Last, STRF
of nasal-selective electrodes is tuned primarily to
low acoustic frequencies generated from heavy
voicing and damping of higher frequencies (16).
The average spectrogram analysis requires a priori
phonemic segmentation of speech but is model-
independent. The STRF analysis assumes a linear
relationship between spectrograms and neural re-
sponses but is estimated without segmentation.
Despite these differing assumptions, the strong
match between these confirms that phonetic fea-
ture selectivity results from tuning to signature
spectrotemporal cues.

We have thus far focused on local feature se-
lectivity to discrete phonetic feature categories.
We next wanted to address the encoding of con-
tinuous acoustic parameters that specify phonemes
within vowel, plosive, and fricative groups. For
vowels, we measured fundamental (F0) and for-
mant (F1 to F4) frequencies (16). The first two
formants (F1 and F2) play amajor perceptual role
in distinguishing different English vowels (16),
despite tremendous variability within and across
vowels (Fig. 3A) (20). The optimal projection of
vowels in formant space was the difference of F2
and F1 (first principal component, dashed line,
Fig. 3A), which is consistent with vowel percep-
tual studies (21, 22). By using partial correlation
analysis, we quantified the relationship between

electrode response amplitudes and F0 to F4. On
average, we observed no correlation between the
sensitivity of an electrode to F0 with its sensi-
tivity to F1 or F2. However, sensitivity to F1 and
F2 was negatively correlated across all vowel-
selective sites (Fig. 3B; r = –0.49,P < 0.01, t test),
meaning that single STG sites show an integrated
response to both F1 and F2. Furthermore, elec-
trodes selective to low-back and high-front vowels
(labeled in Fig. 2D) showed an opposite differen-
tial tuning to formants, thereby maximizing vowel
discriminability in the neural domain. This com-
plex sound encodingmatches the optimal projection
in Fig. 3A, suggesting a specialized higher-order
encoding of acoustic formant parameters (23, 24)
and contrasts with studies of speech sounds in non-
human species (25, 26).

To examine population representation of vowel
parameters, we used linear regression to decode
F0 to F4 from neural responses. To ensure un-
biased estimation, we first removed correlations
between F0 to F4 by using linear prediction and
decoded the residuals. Relatively high decoding
accuracies are shown in Fig. 3C (P < 0.001, t test),
suggesting fundamental and formant variability
is well represented in population STG responses
(interaction between decoder weights with elec-
trode STRFs shown in fig. S9). By using multi-
dimensional scaling, we found that the relational
organization between vowel centroids in the acous-
tic domain is well preserved in neural space (Fig.
3D; r = 0.88, P < 0.001).

For plosives, we measured three perceptually
important acoustic cues (fig. S10): voice-onset
time (VOT), which distinguishes voiced (/b/, /d/,
and /g/) from unvoiced plosives (/p/, /t/, and /k/);
spectral peak (differentiating labials /p/ and /b/
versus coronal /t/ and /d/ versus dorsal /k/ and /g/);
and F2 of the following vowel (16). These acous-
tic parameters could be decoded from population
STG responses (Fig. 4A; P < 0.001, t test). VOTs
in particular are temporal cues that are perceived
categorically, which suggests a nonlinear encod-
ing (27). Figure 4B shows neural responses for
three example electrodes plotted for all plosive
instances (total of 1200), aligned to their release

Fig. 3. Neural encoding of vowels. (A) Formant frequencies, F1 and F2, for
English vowels (F2-F1, dashed line, first principal component). (B) F1 and F2
partial correlations for each electrode’s response (**P < 0.01, t test). Dots (elec-

trodes) are color-coded by their cluster membership. (C) Neural population de-
coding of fundamental and formant frequencies. Error bars indicate SEM. (D)
Multidimensional scaling (MDS) of acoustic and neural space (***P<0.001, t test).

28 FEBRUARY 2014 VOL 343 SCIENCE www.sciencemag.org1008
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ity. For example, electrode e1 (Fig. 1D) showed
large evoked responses to plosive phonemes /p/,
/t /, /k/, /b/, /d/, and /g/. Electrode e2 showed
selective responses to sibilant fricatives: /s/, /ʃ/,
and /z/. The next two electrodes showed selec-
tive responses to subsets of vowels: low-back
(electrode e3, e.g., /a/ and /aʊ/), high-front vowels
and glides (electrode e4, e.g., /i/ and /j/). Last,
neural activity recorded at electrode e5 was se-
lective for nasals (/n/, /m/, and /ŋ/).

To quantify selectivity at single electrodes, we
derived a metric indicating the number of pho-
nemes with cortical responses statistically dis-
tinguishable from the response to a particular
phoneme. The phoneme selectivity index (PSI)

is a dimension of 33 English phonemes; PSI = 0
is nonselective and PSI = 32 is extremely selec-
tive (Wilcox rank-sum test, P < 0.01, Fig. 1D;
methods shown in fig. S3). We determined an
optimal analysis time window of 50 ms, centered
150 ms after the phoneme onset by using a pho-
neme separability analysis (f-statistic, fig. S4A).
The average PSI over all phonemes summarizes
an electrode’s overall selectivity. The average PSI
was highly correlated to a site’s response mag-
nitude to speech over silence (r = 0.77,P < 0.001,
t test; fig. S5A) and the degree to which the
response could be predicted with a linear spec-
trotemporal receptive field [STRF, r = 0.88, P <
0.001, t test; fig. S5B (14)]. Therefore, the ma-

jority of speech-responsive sites in STG are se-
lective to specific phoneme groups.

To investigate the organization of selectivity
across the neural population, we constructed an
array containing PSI vectors for electrodes across
all participants (Fig. 2A). In this array, each column
corresponds to a single electrode, and each row
corresponds to a single phoneme. Most STG elec-
trodes are selective not to individual but to specif-
ic groups of phonemes. To determine selectivity
patterns across electrodes and phonemes, we
used unsupervised hierarchical clustering analy-
ses. Clustering across rows revealed groupings of
phonemes on the basis of similarity of PSI values
in the population response (Fig. 2B). Clustering

Fig. 2. Hierarchical clustering of single-electrode and population
responses. (A) PSI vectors of selective electrodes across all participants. Rows
correspond to phonemes, and columns correspond to electrodes. (B) Cluster-
ing across population PSIs (rows). (C) Clustering across single electrodes (col-
umns). (D) Alternative PSI vectors using rows now corresponding to phonetic

features, not phonemes. (E) Weighted average STRFs of main electrode clus-
ters. (F) Average acoustic spectrograms for phonemes in each population clus-
ter. Correlation between average STRFs and average spectrograms: r = 0.67,
P <0.01, t test. (r=0.50, 0.78, 0.55, 0.86, 0.86, and 0.47 for plosives, fricatives,
vowels, and nasals, respectively; P < 0.01, t test).

www.sciencemag.org SCIENCE VOL 343 28 FEBRUARY 2014 1007
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Neural activation in motor areas 
(vSMC) during listening 

• Several studies have revealed 
activity in motor cortex during 
passive listening.

• Has been used as evidence for 
motor engagement during 
perception.

• Little is known about the 
structure of the neural 
activation during listening.

• Cheung et al (2016) measure 
electrode activity in both STG 
and  vSMC during listening and 
speaking

• Stimuli: 
/pa ba ta da ka ga sa ʃa/

• Nine participants
15
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The auditory representation of speech
sounds in human motor cortex
Connie Cheung1,2,3,4†, Liberty S Hamilton2,3,4†, Keith Johnson5,
Edward F Chang1,2,3,4*

1Graduate Program in Bioengineering, University of California, Berkeley-University
of California, San Francisco, San Francisco, United States; 2Department of
Neurological Surgery, University of California, San Francisco, San Francisco, United
States; 3Center for Integrative Neuroscience, University of California, San Francisco,
San Francisco, United States; 4Department of Physiology, University of California,
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Abstract In humans, listening to speech evokes neural responses in the motor cortex. This has
been controversially interpreted as evidence that speech sounds are processed as articulatory
gestures. However, it is unclear what information is actually encoded by such neural activity. We
used high-density direct human cortical recordings while participants spoke and listened to speech
sounds. Motor cortex neural patterns during listening were substantially different than during
articulation of the same sounds. During listening, we observed neural activity in the superior and
inferior regions of ventral motor cortex. During speaking, responses were distributed throughout
somatotopic representations of speech articulators in motor cortex. The structure of responses in
motor cortex during listening was organized along acoustic features similar to auditory cortex,
rather than along articulatory features as during speaking. Motor cortex does not contain
articulatory representations of perceived actions in speech, but rather, represents auditory vocal
information.
DOI: 10.7554/eLife.12577.001

Introduction
Our motor and sensory cortices are traditionally thought to be functionally separate systems. How-
ever, an accumulating number of studies has revealed their roles in action and perception to be
highly integrated (Pulvermüller and Fadiga, 2010). For example, a number of studies have demon-
strated that both sensory and motor cortices are engaged during perception (Gallese et al., 1996;
Wilson et al., 2004; Tkach et al., 2007; Cogan et al., 2014). In humans, this phenomenon has been
observed in the context of speech, where listening to speech sounds evokes robust neural activity in
the motor cortex (Wilson et al., 2004; Pulvermüller et al., 2006; Edwards et al., 2010;
Cogan et al., 2014). This observation has re-ignited an intense scientific debate over the role of the
motor system in speech perception over the past decade (Lotto et al., 2009; Scott et al., 2009;
Pulvermüller and Fadiga, 2010).

One interpretation of the observed motor activity during speech perception is that “the objects
of speech perception are the intended phonetic gestures of the speaker”- as posited by Liberman’s
motor theory of speech perception (Liberman et al., 1967; Liberman and Mattingly, 1985). The
motor theory is a venerable and well-differentiated exemplar of a set of speech perception theories
that we could call ’production-referencing’ theories. Unlike motor theory, more modern production
referencing theories do not assume that sensorimotor circuits are necessarily referenced in order for
speech to be recognized, but they allow for motor involvement in perception in certain phonetic

Cheung et al. eLife 2016;5:e12577. DOI: 10.7554/eLife.12577 1 of 19
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Abstract In humans, listening to speech evokes neural responses in the motor cortex. This has
been controversially interpreted as evidence that speech sounds are processed as articulatory
gestures. However, it is unclear what information is actually encoded by such neural activity. We
used high-density direct human cortical recordings while participants spoke and listened to speech
sounds. Motor cortex neural patterns during listening were substantially different than during
articulation of the same sounds. During listening, we observed neural activity in the superior and
inferior regions of ventral motor cortex. During speaking, responses were distributed throughout
somatotopic representations of speech articulators in motor cortex. The structure of responses in
motor cortex during listening was organized along acoustic features similar to auditory cortex,
rather than along articulatory features as during speaking. Motor cortex does not contain
articulatory representations of perceived actions in speech, but rather, represents auditory vocal
information.
DOI: 10.7554/eLife.12577.001

Introduction
Our motor and sensory cortices are traditionally thought to be functionally separate systems. How-
ever, an accumulating number of studies has revealed their roles in action and perception to be
highly integrated (Pulvermüller and Fadiga, 2010). For example, a number of studies have demon-
strated that both sensory and motor cortices are engaged during perception (Gallese et al., 1996;
Wilson et al., 2004; Tkach et al., 2007; Cogan et al., 2014). In humans, this phenomenon has been
observed in the context of speech, where listening to speech sounds evokes robust neural activity in
the motor cortex (Wilson et al., 2004; Pulvermüller et al., 2006; Edwards et al., 2010;
Cogan et al., 2014). This observation has re-ignited an intense scientific debate over the role of the
motor system in speech perception over the past decade (Lotto et al., 2009; Scott et al., 2009;
Pulvermüller and Fadiga, 2010).

One interpretation of the observed motor activity during speech perception is that “the objects
of speech perception are the intended phonetic gestures of the speaker”- as posited by Liberman’s
motor theory of speech perception (Liberman et al., 1967; Liberman and Mattingly, 1985). The
motor theory is a venerable and well-differentiated exemplar of a set of speech perception theories
that we could call ’production-referencing’ theories. Unlike motor theory, more modern production
referencing theories do not assume that sensorimotor circuits are necessarily referenced in order for
speech to be recognized, but they allow for motor involvement in perception in certain phonetic
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Selectivity of vSMC electrodes during
speaking and listening

• Electrodes found that respond 
differentially to /b,d,g/ are 
typically those that are active 
only during speaking.

• Electrodes that are active 
during both listening and 
speaking do not exhibit clear 
selectivity as a function of 
constriction effector (labial, 
coronal, dorsal).

16

electrode activity and vice versa. In contrast to speaking, we did not observe somatotopic organiza-

tion of cortical responses when listening to speech. Therefore, the pattern of raw evoked responses

during listening shows critical differences from those during speaking.
We next evaluated quantitatively whether the structure of distributed vSMC neural activity during

listening was more similar to that of vSMC during speaking or the STG during listening. In previous

studies, we demonstrated that the structure of evoked responses are primarily organized by

Figure 2. Site-by-site differences in vSMC neural activity when speaking and listening to CV syllables. (a) Top,
vocal tract schematics for three syllables (/ba/, /da/, /ga/) produced by occlusion at the lips, tongue tip, and

tongue body, respectively (arrow). (b) Acoustic waveforms and spectrograms of spoken syllables. (c) Average
neural activity at electrodes along the vSMC for speaking (blue) and listening (red) to the three syllables (high

gamma z-score). Solid lines indicate activity was significantly different from pre-stimulus silence activity (p<0.01).

Transparent lines indicate activity was not different from pre-stimulus silence activity (p>0.01). Vertical dashed line

denotes the onset of the syllable acoustics (t=0). (d) Location of electrodes 1–13 in panel c, shown on whole brain

and with inset detail. CS = central sulcus, SF = Sylvian fissure.

DOI: 10.7554/eLife.12577.006

The following figure supplement is available for figure 2:

Figure supplement 1. Syllable token set.

DOI: 10.7554/eLife.12577.007
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Clustering of electrode activation patterns

•  vSMC

• Clustering by constriction 
effector is strong during 
speaking.

• Clustering by effector is 
weak during listening.   

• Clustering by acoustic 
properties during listening 
is strong, but a bit weaker 
than in STG

• Clustering by Manner is 
stronger than clustering by 
constriction (place) during 
listening in vSMC.
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Figure 4. Organization of motor cortex activity patterns. (a) Consonants of all syllable tokens organized by place

and manner of articulation. Where consonants appear in pairs, the right is a voiced consonant, and the left is a

voiceless consonant. (b) Relational organization of vSMC patterns (similarity) using multidimensional scaling (MDS)

during speaking. Neural pattern similarity is proportional to the Euclidean distance (that is, similar response

patterns are grouped closely together, whereas dissimilar patterns are positioned far apart). Tokens are colored by

the main place of articulation of the consonants (labial, velar, or alveolar). (c) Similarity of vSMC response patterns

during listening. Same coloring by place of articulation. (d) Organization by motor articulators. K-means clustering

was used to assign mean neural responses to 3 groups (labial, alveolar, velar) for both listening and speaking

neural organizations (b,c). The similarity of the grouping to known major articulators was measured by the

adjusted Rand Index. An index of 1 indicates neural responses group by place of articulation features. ***p<0.001,

Wilcoxon rank-sum (e) Organization of mean STG responses using MDS when listening. In contrast to c and d,

tokens are now colored by their main acoustic feature (fricative, voiced plosive, or voiceless plosive). (f)
Organization of mean vSMC responses using MDS when listening colored by their main acoustic feature. (Identical

to C, but recolored here by acoustic features). (g) Organization by manner of articulation acoustic features

(fricative, voiced plosive, voiceless plosive) for both STG and vSMC organizations when listening (e, f). The
similarity of the grouping to known acoustic feature groupings was measured by the adjusted Rand Index.

***p<0.001, Wilcoxon rank sum. (h) During listening, responses in vSMC show significantly greater organization by

Figure 4 continued on next page
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Figure 4. Organization of motor cortex activity patterns. (a) Consonants of all syllable tokens organized by place

and manner of articulation. Where consonants appear in pairs, the right is a voiced consonant, and the left is a

voiceless consonant. (b) Relational organization of vSMC patterns (similarity) using multidimensional scaling (MDS)

during speaking. Neural pattern similarity is proportional to the Euclidean distance (that is, similar response

patterns are grouped closely together, whereas dissimilar patterns are positioned far apart). Tokens are colored by

the main place of articulation of the consonants (labial, velar, or alveolar). (c) Similarity of vSMC response patterns

during listening. Same coloring by place of articulation. (d) Organization by motor articulators. K-means clustering

was used to assign mean neural responses to 3 groups (labial, alveolar, velar) for both listening and speaking

neural organizations (b,c). The similarity of the grouping to known major articulators was measured by the

adjusted Rand Index. An index of 1 indicates neural responses group by place of articulation features. ***p<0.001,

Wilcoxon rank-sum (e) Organization of mean STG responses using MDS when listening. In contrast to c and d,

tokens are now colored by their main acoustic feature (fricative, voiced plosive, or voiceless plosive). (f)
Organization of mean vSMC responses using MDS when listening colored by their main acoustic feature. (Identical

to C, but recolored here by acoustic features). (g) Organization by manner of articulation acoustic features

(fricative, voiced plosive, voiceless plosive) for both STG and vSMC organizations when listening (e, f). The
similarity of the grouping to known acoustic feature groupings was measured by the adjusted Rand Index.

***p<0.001, Wilcoxon rank sum. (h) During listening, responses in vSMC show significantly greater organization by

Figure 4 continued on next page
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Figure 4. Organization of motor cortex activity patterns. (a) Consonants of all syllable tokens organized by place

and manner of articulation. Where consonants appear in pairs, the right is a voiced consonant, and the left is a

voiceless consonant. (b) Relational organization of vSMC patterns (similarity) using multidimensional scaling (MDS)

during speaking. Neural pattern similarity is proportional to the Euclidean distance (that is, similar response

patterns are grouped closely together, whereas dissimilar patterns are positioned far apart). Tokens are colored by

the main place of articulation of the consonants (labial, velar, or alveolar). (c) Similarity of vSMC response patterns

during listening. Same coloring by place of articulation. (d) Organization by motor articulators. K-means clustering

was used to assign mean neural responses to 3 groups (labial, alveolar, velar) for both listening and speaking

neural organizations (b,c). The similarity of the grouping to known major articulators was measured by the

adjusted Rand Index. An index of 1 indicates neural responses group by place of articulation features. ***p<0.001,

Wilcoxon rank-sum (e) Organization of mean STG responses using MDS when listening. In contrast to c and d,

tokens are now colored by their main acoustic feature (fricative, voiced plosive, or voiceless plosive). (f)
Organization of mean vSMC responses using MDS when listening colored by their main acoustic feature. (Identical

to C, but recolored here by acoustic features). (g) Organization by manner of articulation acoustic features

(fricative, voiced plosive, voiceless plosive) for both STG and vSMC organizations when listening (e, f). The
similarity of the grouping to known acoustic feature groupings was measured by the adjusted Rand Index.

***p<0.001, Wilcoxon rank sum. (h) During listening, responses in vSMC show significantly greater organization by

Figure 4 continued on next page
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Figure 4. Organization of motor cortex activity patterns. (a) Consonants of all syllable tokens organized by place

and manner of articulation. Where consonants appear in pairs, the right is a voiced consonant, and the left is a

voiceless consonant. (b) Relational organization of vSMC patterns (similarity) using multidimensional scaling (MDS)

during speaking. Neural pattern similarity is proportional to the Euclidean distance (that is, similar response

patterns are grouped closely together, whereas dissimilar patterns are positioned far apart). Tokens are colored by

the main place of articulation of the consonants (labial, velar, or alveolar). (c) Similarity of vSMC response patterns

during listening. Same coloring by place of articulation. (d) Organization by motor articulators. K-means clustering

was used to assign mean neural responses to 3 groups (labial, alveolar, velar) for both listening and speaking

neural organizations (b,c). The similarity of the grouping to known major articulators was measured by the

adjusted Rand Index. An index of 1 indicates neural responses group by place of articulation features. ***p<0.001,

Wilcoxon rank-sum (e) Organization of mean STG responses using MDS when listening. In contrast to c and d,

tokens are now colored by their main acoustic feature (fricative, voiced plosive, or voiceless plosive). (f)
Organization of mean vSMC responses using MDS when listening colored by their main acoustic feature. (Identical

to C, but recolored here by acoustic features). (g) Organization by manner of articulation acoustic features

(fricative, voiced plosive, voiceless plosive) for both STG and vSMC organizations when listening (e, f). The
similarity of the grouping to known acoustic feature groupings was measured by the adjusted Rand Index.

***p<0.001, Wilcoxon rank sum. (h) During listening, responses in vSMC show significantly greater organization by

Figure 4 continued on next page
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Figure 4. Organization of motor cortex activity patterns. (a) Consonants of all syllable tokens organized by place

and manner of articulation. Where consonants appear in pairs, the right is a voiced consonant, and the left is a

voiceless consonant. (b) Relational organization of vSMC patterns (similarity) using multidimensional scaling (MDS)

during speaking. Neural pattern similarity is proportional to the Euclidean distance (that is, similar response

patterns are grouped closely together, whereas dissimilar patterns are positioned far apart). Tokens are colored by

the main place of articulation of the consonants (labial, velar, or alveolar). (c) Similarity of vSMC response patterns

during listening. Same coloring by place of articulation. (d) Organization by motor articulators. K-means clustering

was used to assign mean neural responses to 3 groups (labial, alveolar, velar) for both listening and speaking

neural organizations (b,c). The similarity of the grouping to known major articulators was measured by the

adjusted Rand Index. An index of 1 indicates neural responses group by place of articulation features. ***p<0.001,

Wilcoxon rank-sum (e) Organization of mean STG responses using MDS when listening. In contrast to c and d,

tokens are now colored by their main acoustic feature (fricative, voiced plosive, or voiceless plosive). (f)
Organization of mean vSMC responses using MDS when listening colored by their main acoustic feature. (Identical

to C, but recolored here by acoustic features). (g) Organization by manner of articulation acoustic features

(fricative, voiced plosive, voiceless plosive) for both STG and vSMC organizations when listening (e, f). The
similarity of the grouping to known acoustic feature groupings was measured by the adjusted Rand Index.

***p<0.001, Wilcoxon rank sum. (h) During listening, responses in vSMC show significantly greater organization by

Figure 4 continued on next page
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Other brain areas and motor organization of speech

• IFG (Inferior Frontal Gyrus)

• Includes traditional “Broca’s 
area”

• Possibly responsible for planning 
temporal coordination of 
speech gestures.
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IFG

M1 S1



Gesture and phoneme representation in M1 and IFG

• ECoG activity

• Mostly CVC words

• 9 speakers

• Classification of 
gesture>phonemes

•  Difference not significant 
in IFG
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Differential representation of articulatory gestures and phonemes in precentral 
and inferior frontal gyri
Mugler, E. M., Tate, M. C., Livescu, K., Templer, J. W., Goldrick, M., & Slutzky, M. (2018)
Journal of Neuroscience, 26, 1206-1218

IFG
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central gyrus
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Brain Activation Listening to SWS

• Listening to SWS sentence 
without comprehension 
leads to activation in STG 
almost exclusively

• Listening to the original 
leads to STG, M1,IFG

• Listening to the SWS 
sentence after the original 
leads to similar patterns to 
the original

• Is there gesture-specific 
activation patterns in IFG 
during listening and 
comprehending SWS?
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IFG

M1



Summary of results
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